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The argument 1 
Determinism was eroded during the nineteenth century and a 
space was cleared for autonomous laws of chance. The idea of 
human nature was displaced by a model of normal people with 
laws of dispersion. These two transformations were parallel and 
fed into each other. Chance made the world seem less capricious: 
it was legitimated because it brought order out of chaos. The 
greater the level of indeterminism in our conception of the world 
and of people, the higher the expected level of control. 

These events began with an avalanche of printed numbers at 
the end of the Napoleonic era. Many kinds of human behaviour, 
especially wrongdoings such as crime and suicide, were counted. 
They appeared astonishingly regular from year to year. Statistical 
laws of society seemed to spring from official tables of deviancy. 
Data about averages and dispersions engendered the idea of 
normal people, and led to new kinds of social engineering, new 
ways to modify undesirable classes. 

In the early years of the century, it was assumed that statistical 
laws were reducibie to underlying deterministic events, but the 
apparent prevalence of such laws slowly and erratically 
undermined determinism. Statistical laws came to be regarded as 
laws in their own right, and their sway was extended to natural 
phenomena. A new kind of 'objective kll9wledge' came into 
being, the product of new technologies for gaining information 
about natural and social processes. There emerged new criteria 

/ for what counted as evidence for knowledge of this kind. The 
statistical laws that could thus be justified were used not only for 
description but also for explaining and understanding the course 
of events. Chance became tamed, in the sense that it became the 
very stuff of the fundamental processes of nature and of society. 

2 The doctrine of necessity 11 
In 1800 'chance', it was said, was a mere word, signifying 
nothing - or else it was a notion of the vulgar, denoting fortune 
or even lawlessness, and thus to be excluded from the thought of 
enlightened people. Every event followed necessarily, at least in 
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the phenomenal world, from an antecedent set of conditions. 
Even students of vital medicine, who rejected universal laws 
within their domain, held to particular and individual trains of 
necessary causation, and would not countenance fundamental 
chance. 

3 Public amateurs, secret bureaucrats 
Eighteenth-century officials collected statistical data for taxation, 
recruitment and to determine the power of the state. Their 
information was privy to the government. Amateurs and 
academics had a flourishing trade in numerical facts, which were 
widely published but never systematically collected. Prussia is 
used as an example. 
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4 Bureaux 
In the peace after Napoleon, the European states established 
offices to collect and publish statistics about all manner of life 
and administration. They created new institutions to gather and 
disseminate this information. These made possible the avalanche 
of printed numbers from 1820 to 1840. The Prussian example 
continued. 

27 

5 The sweet despotism of reason 
But the numbers were not enough. Prussians did not develop the 
idea of statistical law. That happened in the West, above all in 
France and England. In pre-revolutionary France there had been 
a tradition of rational moral science. Later, the avalanche of 
numbers turned it into an empirical moral science, but retained 
the enlightened vision of regulation and law. The example of 
Condorcet, the theorist of reasoned choice, and of the 
bureaucrats who replaced him and engendered statistical 
thinking. 
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6 The quantum of sickness 
Before 1815 statistical generalizations about people were largely 
restricted to births, deaths and marriages. An inquiry by British 
parliamentarians shows exactly how and when a new category of 
'biological' law came into being, statistical laws of disease. A 
Select Committee of 1825. 
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7 The granary of science 
More generally, the world was becoming numerical. This fact is 
nicely illustrated by Babbage's proposal in 1832 for a collection 
of Constants of Nature and Art. This was a statement about a 
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new and pervasive kind of number, constants to be used in 
knowing and managing the world. 

8 Suicide is a kind of madness 
The avalanche of printed numbers was marked, especially in 
France, by the tabulation of numbers of deviants. In 1815 there 
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WII a controversy: who is more suicidal, Parisians or  
Londoners? It could not be settled then; a decade later it could,  
because new institutions had been established for collecting and  
publishing data. .. . .  

Suicide is a recurring theme In statistics. In one mstance of  
medical imperialism, there was an implicit syllogism: madness  
was to be treated by physicians, suicide was a kind of madness,  
hence the suicide statistics were treated like other medical  
statistics. As a result, theories of medical causation were  
appropriated to suicide. These were then applied to all statistics  
of deviancy.  

«)  The experimental basis of the philosophy of legislation 73 
By the 1820s official tables could tell the number and type of 
suicide in a region. These data, and like information for crimes 
and les miserables, were held to provide a successor to 
Condorcet's rational moral science. The new empirical science of 
morality would deal with statistical laws of human misbehaviour. 

10  Facts without authenticity, without detail, without control, 
and without value 81 
The first attempts to use medical statistics as evidence for the 
efficacy of rates of cure: polemics ab.out Broussais's new. 
physiological medicine contrasted With the careful analYSIS of a 
new method for treating gallstone. 

11  By what majority? 87 
Condorcet and Laplace had attempted a priori solutions to the 
problem of designing the most jury systen:. They 
empirical data. These were prOVided by the new crln:e statistiCS 
of the French justice ministry. Poisson embedded thiS new 
information in a statistical approach to juries. 

12  The law of large numbers 95 
In 1835, in the course of his statistical jurisprudence, Poisson 
coined the phrase 'law of large numbers' and proved an 
important limiting theorem. This pr?:ided a rationale for 
applying the mathematics of probability It 
seemed to explain how there could be statistical stability 10 SOCial 
affairs. 

13  Regimental chests 105 
In 1844 Quetelet argued that the limiting case of relative 
frequencies in coin tossing (the binomialla;-r, but also the law of 
error for astronomical measurements) prOVided a curve (our 
bell-shaped or Normal curve) that fitted empirical 
of human attributes and behaviour. This seemed to prOVide the 
exact form of the new statistical laws about people. Notions of 
causality, including even the medical model, began to be 
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physioloKY, here represented by Broussais, and then was rearranged in order to make statistical laws consistent with 
transformed into part of a political agenda by Comte. Normality determinism. 

14 Society prepares the crimes 115 
A problem of statistical fatalism arose. If it were a law that each 
year so many people must kill themselves in a given region, then 
apparently the population is not free to refrain from suicide. The 
debate, which on the surface seems inane, reflects increasing 
awareness of the possibilities of social control, and implications 
for moral responsibility. 

15 The astronomical conception of society 125 
Statistical fatalism, especially with the example of suicide, was 
taken up in Germany following Buckle's celebrated History of 
Civilization in England. The ensuing debate highlights 
fundamental differences between atomistic and holistic 
conceptions of the new kind of law, statistical law. These 
differences reflect the contrast between western libertarian and 
eastern collectivist visions of society. 

16 The mineralogical conception of society 133 
Instead of averages one could be quantitative in a quite different 
way. The utopian traditionalist Le Play used the budget of a 
single family to represent the life-style of a class, and proposed 
an entirely different kind of social science. This contrasts with 
the way in which the director of the Prussian statistical office 
used household budgets. At issue was the very idea of what 
counts as objective knowledge. 

17 The most ancient nobility 142 
Backlash against statistics is illustrated by Vaudeville, Comte, 
Dostoyevsky and Nietzsche. Even those who wanted to find a 
place for caprice or recover an ancient idea of pure chance were 
ambivalent about chance, its laws and its uses. 

18 Cassirer's thesis 150 
Cassirer argued that the twentieth century idea of determinism is 
extraordinarily recent, emerging only around 1870. Thus 
quantum mechanics does not refute an old conception of 
causality but is in conflict only with a new one. What is true in 
his proposal is that a radical set of incoherencies in the idea of 
necessity came to the surface between 1850 and 1880. An 
account of the word 'determinism', its origins in the 1780s and 
its new usage in the 1860s. 

19 The normal state 160 
The word 'normal' has long served for both description and 
evaluation, but its use to mean usual or typical emerged only in 
the nineteenth century. It did so first in the context of 

displaced the Enlightenment idea of human nature as a central 
organiz.ing concept, but evolved twO roles. One is the 
Quetelet-Durkheim conception of the normal as the right and 
the good. The other is the Galtonian notion of the normal as the 
mediocre, and in need of improvement. In either role, the idea of 
the normal presents itself as the seal of objectivity and 
impartiality, a neutral bridge between 'is' and 'ought'. 

170 
Durkheim's numerical sociology was formed in the conceptual 
matrix of medicine, statistics and suicide. The idea of the normal 
and the pathological was adapted from physiology to social 
science. In the course of debates about criminal anthropology, 
Durkheim decided that crime and suicide are normal. Deviations 
from the normal are indices of social morbidity. They are 
governed by social laws and forces that have a reality 
independent of individuals. Durkheim continued Quetelet's 
creation of new kinds of reality. 

20  As real as cosmic forces 

21  The autonomy of statistical law 180 
Quetelet's bell-shaped curve became named, in England, the 
Normal law. It was taken to be true or approximately true of a 
vast range of phenomena and to show how regularity arises 
within what at first appears disorderly. Galton rethought 
Quetelet's account of the origin of statistical stability. The 
resulting advances in techniques of statistical inference illustrate 
how probability laws became autonomous of an 
deterministic structure. The doctrine of necessity had not 
abandoned, but was irrelevant to the power of statistics not 
to predict but also to explain phenomena. 

22  A chapter from Prussian statistics 189 
Although statistics gave rise to certain regulative concepts, such 
as normalcy, that underlie possible kinds of administration of 
people, it is well to remember that statistics had less abstract 
applications. They were a direct and visible element in the 
exercise of power. Disputes about Jewish statistics during the 
Berlin Antisemitismusstreit of 1880 exemplify this. 

200 
The logic of chance could not remain constant during all these 
changes. C.S. Peirce rejected the doctrine of necessity outright. 
He based the logic of inductive reasoning on statistical stability. 
He introduced artificial randomization into the design of 
experiments. He provided one of the two competing rationales 
for all statistical inference. His pragmatic conception of 
made truth a matter of what we find out in the long run. He 

23  A universe of chance 
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believed in absolute chance, and in a universe in which laws of 
nature are at best approximate and evolve out of random 
processes. Chance was no longer the essence of lawlessness. but 
at the core of all laws of nature and all rational inductive 
inference. His radical indeterminism is less striking when seen as 
a corollary of the probabilizing of the world and our knowledge 
of it. He concluded that we live in a chance universe not because 
of an argument, but because probability and statistics were 
coming to permeate every aspect of life. 
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The argument  

The most decisive conceptual event of twentieth century physics has been 
the discovery that the world is not deterministic. Causality, long the 
bastion of metaphysics, was toppled, or at least tilted: the past does not 
determine exactly what happens next. This event was preceded by a more 
gradual transformation. During the nineteenth century it became possible 
to see that the world might be regular and yet not subject to universal laws 
of nature. A space was cleared for chance. 

This erosion of determinism made little immediate difference to 
anyone. Few were aware of it. Something else was pervasive and every-
body came to know about it: the enumeration of people and their habits. 
Society became statistical. A new type of law came into being, analogous 
to the laws of nature, but pertaining to people. These new laws were 
expressed in terms of probability. They carried with them the conno-
tations of normalcy and of deviations from the norm. The cardinal concept 
of the psychology of the Enlightenment had been, simply, human nature. 
By the end of the nineteenth century, it was being replaced by something 
different: normal people. 

I argue that these two transformations are connected. Most of the 
events to be described took place in the social arena, not that of the natural 
sciences, but the consequences were momentous for both. 

Throughout the Age of Reason, chance had been called the superstition 
of the vulgar. Chance, superstition, vulgarity, unreason were of one piece. 
The rational man, averting his eyes from such things, could cover chaos 
with a veil of inexorable laws. The world, it was said, might often look 
haphazard, but only because we do not know the inevitable workings of its 
inner springs. As for probabilities whose mathematics was called the 
doctrine of chances - they were merely the defective but necessary tools of 
people who know too little. 

There were plenty of sceptics about determinism in those days: those r 
who needed room for freedom of the will, or those who insisted on the 
individual character of or anic and livin rocesses. None of these thought 
or a moment that laws of chance would prOVl e an alternative to strictly 

causal laws. Yet by 1900 that was a real possibility, urged as fact by an 
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2 The taming ofchance 
adventurous few. The stage was set for ultimate indeterminism. How did 
that happen? 

This is not a question about some sort of decay in knowledge or 
management. The erosion of determinism is not the creation of disorder 
and ignorance - quite the contrary. In 1889 Francis Galton, founder of the 
biometric school of statistical research, not to mention eugenics, wrote 
that the chief law of probability 'reigns with serenity and in complete 
effacement amidst the wildest confusion'.1 By the end of the century 
chance had attained the respectability of a Victorian valet, ready to be the 
loyal servant of the natural, biological and social sciences. 

There is a seeming paradox: the more the indeterminism, the more the 
=== This is obvious in the physical sciences. Quantum physics takes 

granted that nature is at bottom irreducibly stochastic. Precisely that 
discovery has immeasurably enhanced our ability to interfere with and 
alter the course of nature. A moment's reflection shows that a similar 
statement may be attempted in connection with people. The parallel was 
noticed quite early. Wilhelm Wundt, one of the founding fathers of 
quantitative psychology, wrote as early as 1862: 'It is statistics that first 
demonstrated that love follows psychologicallaws.'2 

Such social and personal laws were to be a matter of probabilities, of 
chances. Statistical in nature, these laws were nonetheless inexorable; they 
could even be self-regulating. People are normal if they conform to the 
central tendency of such laws, while those at the extremes are pathological. 
Few of us fancy being pathological, so 'most of us' try to make ourselves 
normal, which in turn affects what is normal. Atoms have no such 
inclinations. The human sciences display a feedback effect not to be found 
in physics. 

The transformations that I shall describe are closely connected with an 
event so all-embracing that we seldom pause to notice it: an avalanche of 
printed numbers. The nation-states classified, counted and tabulated their 
subjects anew. Enumerations in some form have been with us always, if 
only for the two chief purposes of government, namely taxation and 
military recruitment. Before the Napoleonic era most official counting had 
been kept privy to administrators. After it, a vast amount was printed and 
published. 

The enthusiasm for numerical data is reflected by the United States 
census. The first American census asked four questions of each household. 
The tenth decennial census posed 13,010 questions on various schedules 
addressed to people, firms, farms, hospitals, churches and so forth. This 
3,000-fold increase is striking, but vastly understates the rate of growth of 
printed numbers: 300,000 would be a better estimate. 

The printing of numbers was a surface effect. Behind it lay new 
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technologies for classifying and enumerating, and new bureaucracies 
the authority and continuity to deploy the technology. There is a sense in 
which many of the facts presented by the bureaucracies did not even exist 
ahead of time. Categories had to be invented into which people could 
conveniently fall in order to be counted. The systematic collection of data 
about people has affected not only the ways in which we conceive of a 
,ociety, but also the ways in which we describe our neighbour. It has 
profoundly transformed what we choose to do, who we try to be, and 
what we think of ourselves. Marx read the minutiae of official statistics, the 
reports from the factory inspectorate and the like. One can ask: who had 
more effect on class consciousness, Marx or the authors of the official 
reports which created the classifications into which people came to 
recognize themselves? These are examples of questions about what I call 
'making up people'. This book touches on them only indirectly.3 

What has the avalanche of printed numbers to do with my chief topic, 
the erosion of determinism? One answer is immediate. Determinism was 
Iybverted by laws of chance. To believe there were such laws one needed 
law-like statistical regularities in large populations. How else could a 
civilization hooked on universal causality get the idea of some alternative 
kind of law of nature or social behaviour? Games of chance furnished 
initial illustrations of chance processes, as did birth and mortality data. 
Those became an object of mathematical scrutiny in the seventeenth 
century. Without them we would not have anything much like our 
modern idea of probability. But it is easy for the determinist to assume that 
the fall of a die or the spin of a roulette work out according to the simple 
and immutable laws of mechanics. Newtonian science had no need of 
probabilities, except as a tool for locating underlying causes. Statistical 
laws that look like brute, irreducible facts were first found in human 
affairs, but they could be noticed only after social phenomena had been 
enumerated, tabulated and made public. That role was well served by the 
avalanche of printed numbers at the start of the nineteenth century. 

On closer inspection we find that not any numbers served the purpose. 
Most of the law-like regularities were first perceived in connection with 
deviancy: suicide, crime, vagrancy, madness, prostitution, disease. This 
fact is instructive. It is now common to speak of information and control 
as a neutral term embracing decision theory, operations research, risk 
analysis and the broader but less well specified domains of statistical 
inference. We shall find that the roots of the idea lie in the notion that one 1 
can improve - control - a deviant subpopulation by enumeration and 
classification. 

We also find that routinely gathering numerical data was not enough to 
make statistical laws rise to the surface. The laws had in the beginning to be rprr;uJf5 

-; 



.. The tamin, of ch."tI 
read into the data. They were not simply read off them. Throughout this 
book I make a contrast of a rough and ready sort between Prussian (and 
other east European) attitudes to numerical data, and those that flourished 
in Britain, France, and other nations of western Europe. Statistical laws 
were found in social data in the West, where libertarian, individualistic and 
atomistic conceptions of the person and the state were rampant. This did 
not happen in the East, where collectivist and holistic attitudes were more 
prevalent. Thus the transformations that I describe are to be understood 

\ within a larger context of what an individual is, and of what a society 
IS. 

I shall say very little about mathematical conceptions of probability. 
The events to be described are, nevertheless, ingredients for understanding 
probability and for grasping why it has been such an incredible success 
story. Success story? A quadruple success: metaphysical, epistemological, 
logical and ethical. 

Metaphysics is the science of the ultimate states of the universe. There, 
the probabilities of quantum mechanics have displaced universal Cartesian 
causation. 

Epistemology is the theory of knowledge and belief. Nowadays we use 
evidence, analyse data, design experiments and assess credibility in terms 
of probabilities. 

Logic is the theory of inference and argument. For this purpose we use 
the deductive and often tautological unravelling of axioms provided by 
pure mathematics, but also, and for most practical affairs, we now employ 
- sometimes precisely, sometimes informally - the logic of statistical 
inference. 

Ethics is in part the study of what to do. Probability cannot dictate 
values, but it now lies at the basis of all reasonable choice made by officials. 
No public decision, no risk analysis, no environmental impact, no military 
strategy can be conducted without decision theory couched in terms of 
probabilities. By covering opinion with a veneer of objectivity, we replace 
judgement by computation. 

Probability is, then, the philosophical success story of the first half of 
the twentieth century. To speak of philosophical success will seem the 
exaggeration of a scholar. Turn then to the most worldly affairs. Prob-
ability and statistics crowd in upon us. The statistics of our pleasures and 
our vices are relentlessly tabulated. Sports, sex, drink, drugs, travel, sleep, 
friends nothing escapes. There are more explicit statements of prob-
abilities presented on American prime time television than explicit acts of 
violence (I'm counting the ads). Our public fears are endlessly debated in 
terms of probabilities: chances of meltdowns, cancers, muggings, earth-
quakes, nuclear winters, AIDS, global greenhouses, what next? There is 
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nnthinK t() fear (it may seem) but the probabilities themselves. This 
ub.cuion with the chances of danger, and with treatments for changing 
chi odds. descends directly from the forgotten annals of nineteenth 
cencury information and control. 

This imperialism of probabilities could occur only as the world itself 
".c.me numerical. We have gained a fundamentally quantitative feel for 
n.cure. how it is and how it ought to be. This has happened in part for 
b.nal reasons. We have trained people to use numerals. The ability to 
,roc:e!lll even quite small numbers was, until recently, the prerogative of a 
ft•. Today we hold numeracy to be at least as important as literacy. 

But even compared with the numerate of old there have been remark-
.bl. changes. Galileo taught that God wrote the world in the language of 
...thematics. To learn to read this language we would have to measure as 
WIll as calculate. Yet measurement was long mostly confined to the 
,I•••ieal sciences of astronomy, geometry, optics, music, plus the new 
mtchanics. T.S. Kuhn has iconoclastically claimed that measurement did 
riot play much of a role in the 'Baconian' sciences that came to be called 
chemistry and physics.4 He urged that measurement found its place in 
phy,ics - the study of light, sound. heat, electricity, energy, matter -
during the nineteenth century. Only around 1840 did the practice of 
m•••urement become fully established. In due course measuring became 
Ihe only experimental thing to do. 

easurement and ositivism are close kin. Auguste Comte coined the "0 'positivism' as the name of his philosophy, holding that in all the 
luropean languages the word 'positive' had good connotations. His own 
philosophy did not fare especially well, but the word caught on. Positive 

ienee meant numerical science. Nothing better typified a positive science 
.n a statistical one - an irony, for Comte himself despised merely 

n.tistical inquiries. 
The avalanche of numbers, the erosion of determinism, and the 

Invention of normalcy are embedded in the grander topics of the Industrial 
levolution. The acquisition of numbers by the populace, and the pro-
f•••ionallust for precision in measurement, were driven by familiar themes 
of !!!JDufacture, mining, trade, health, railways, war, empire. Similarly the 
Id.a of a norm became codified in these domains. Just as the railways 
d.manded timekeeping and the mass-produced pocket watch, they also 
mandated standards, not only of obvious things such as the gauge of the 
lines but also of the height of the buffers of successive cars in a train. It is a 
mere decision, in this book, to focus on the more narrow aspects that I 
h.ve mentioned, a decision that is wilful but not arbitrary. My project is 
philosophical: to grasp the conditions that made possible our present 
organization of concepts in two domains. One is that of physical indeter-
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minism; the other is that of statistical information developed for purposes 
of social control. 

This study can be used to illustrate a number of more general philo-
sophical themes. I have mentioned one above: the idea of making up 
people. I claim that enumeration requires categorization, and that defining 
new classes of people for the purposes of statistics has consequences for 
the ways in which we conceive of others and think of our own possibilities 
and potentialities. 

Another philosophical theme is reasoning. In thinking about science we 
have become familiar with a number of analytic concepts such as T.S. 
Kuhn's paradigms, Imre Lakatos's research programmes and Gerald 
Holton's themata. Following A.C. Crombie I have thought it useful to 
employ the idea of a style of reasoning.s Crombie had in mind enduring 
ways of thinking such as (a) the simple postulation and deduction in the 
mathematical sciences, (b) experimental exploration, ( c) hypothetical 
construction of models by analogy, (d) ordering of variety by comparison 
and taxonomy, (e) statistical analysis of regularities of populations, and (f) 
historical derivation of genetic development.6 

Each of these styles has its own sources and its own pace. Those who 
envisage continuity in the growth of knowledge see each style evolving at 
its own rate. Catastrophists see sharp beginnings and radical mutations. 
One need not dogmatically adhere to either extreme in order to see styles 
of reasoning coming together. Each contributed to what Crombie calls 
'the growth of a research mentality in European society'. 

My topic is Crombie's style (e) which, of the six that he distinguishes, is 
quite the most recent. Despite various discernible precursors and anticipa-
tions, our idea of probability came into being only around 1660, and the 
great spurt of statistical thinking did not occur until the nineteenth 
century. The statistical example makes plain that the growth of a style of 
reasoning is a matter not onl of thou ht but 0 '. Take so seemingly 
unpro lematic a topic as population. We have become used to a picture: 
the number of people in a city or in a nation is determinate, like the 
number of people in a room at noon, and not like the number of people in a 
riot, or the number of suicides in the world last year. But even the very 
notion of an exact population is one which has little sense until there are 
institutions for establishing and defining what 'population' means. 
Equally there must be ways of reasoning in order to pass from cumber-
some data to sentences with a clear sense about how many were such and 
such. Most professionals now believe that representative sampling gives 
more accurate information about a population than an exhaustive census. 
This was unthinkable during most of the nineteenth century.7 The very 
thought of being representative has had to come into being. This has 
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required techniques of thinking together with technologies of data collec-
tion. An entire style of scientific reasoning has had to evolve. 

Its development was intimately connected with larger questions about 
",hat a society and thus leads to speculation and historical study of the 
formation of the western concept of a community. 8 But it also invites more 
ab.tract analytical philosophy, because styles of reasoning are curiously 
I.lf-authenticating. A proposition can be assessed as true-or-false only 
",hen there is some style of reasoning and investigation that helps 
determine its truth value. Whauhe proposition means depends upon the 
",ays in which we might settle its truth. That innocent observation verges 
nervously on circularity. We cannot justify the style as the way best to 
discover the truth of the proposition, because the sense of the proposition 
luelf depends upon the style of reasoning by which its truth is settled. A 
Ityle of thinking, it seems, cannot be straightforwardly wrong, once it has 
achieved a status by which it fixes the sense of what it investigates. Such 
thoughts call in question the idea of an independent world-given criterion 
of truth. So the seemingly innocent notion of a style of reasoning can lead 
to deep waters, and it is wiser to enter them by wading into examples than 
by a high dive into abstraction. The development of statistical thinking 
may be our best example available - because most recent and enduring and 
now pervasive. 

Historians will see at once that what follows is not history. One may 
pursue past knowledge for purposes other than history of science or 
history of ideas. A noncommittal account of what I am attempting might 
be: an epistemological study of the social and behavioural sciences, with 
consequences for the concept of causality in the natural sciences. I prefer a 
less expected description. This book is a piece of philosophical analysis. 
Philosophical analysis is the investigation of concepts. Concepts are words 
in their sites. Their sites are sentences and institutions. I regret that I have 
laid too little about institutions, and too much about sentences and how 
they are arranged. 

But what sentences? I use only the printed word, a minuscule fraction 
of what was said. The distinguished statistician I. J. Good noted in a review 
that 'the true history of probability or of science in general will never be 
written because so much depends on unrecorded oral communication, and 
also because writers often do not cite their sources,.9 The true historian of 
science is well able to solve the second problem, but not the first. One may 
nevertheless make a good stab at it by consulting the ample Victorian 
troves of notebooks, letters and other ephemera. I do not do so, for I am 
concerned with the public life of concepts and the ways in which they gain 
authority. My data are published sentences. 

But which ones? I omit many pertinent words because one cannot do 
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everything. I leave out Malthus and Mendel, for example, A.A. Cournot, 
Gustav Fechner, Florence Nightingale and ever so many more modest 
participants in the taming of chance. Very well: but I say nothing of 
Maxwell, Bolzmann or Gibbs, although statistical mechanics is critical to 
the spread of chance and probability not only into physics but also into 
metaphysics. I say nothing of Charles Darwin, although evolutionary 
theorizing was to import chance into biology. I say nothing of Karl Marx 
fabricating an iron necessity out of the very same numerals, the identical 
official statistics, that I have incorporated into an account of the taming of 
chance. 

There is an uncontroversial good reason for silence about these figures. 
Scholars and teams of scholars dedicate their lives to the study of one or 
another. It would be folly to venture a short story here, a mere chapter. 
But it is not only prudence and respect, but also method, that makes me 
hold my tongue. Transformations in concepts and in styles of reasoning 
are the product of countless trickles rather than the intervention of single 
individuals. Marx, Darwin and Maxwell worked in a space in which there 
was something to find out. That means: in which various possibilities for 
truth-or-falsehood could already be formulated. This book is about that 
space. So although a lot of sentences are reproduced in this book, they are 
the words not of heroes, but of the mildly distinguished in their day, the 
stuff of the more impersonal parts of our lives. 

Sentences have two powers. They are eternal, and they are uttered at a 
moment. They are anonymous, and yet they are spoken by flesh and 
blood. I have tried to answer to these two facts. On the one hand, I do 
regard the sentences as mere material objects, inscriptions. But to do that, 
and only that, is to become lost in vain abstraction. As counterbalance, my 
epigraphs to each chapter are dated, to recall that on a real day important 
to the speaker, those very words were uttered, or are said to have been 
uttered. My footnotes (marked with asterisks) are anecdotes that would be 
improper in the more solemn text. ':. They give some tiny glimpse of who 
the speakers were. But there is seldom anything personal about the 
footnotes. They address the individual as official, as public writer, even if 
his behaviour may strike us, so much later, as strange. 

Thus although many chapters have a central character or text, it is not 
because Salomon Neumann, A.-M. Guerry or John Finlaison is 'impor-
tant'. They are convenient and exemplary anchors for a particular organi-
zation of sentences. I use the antistatistical method, that of Frederic Le 
Play, topic of chapter 16. After having interminably trekked across the 

". Notes at the end of the book provide references, and, rarely, numerical formulae. They are 
marked with numerals. A numeral after an asterisk (as ".3) indicates that note 3 at the end of 
the book bears on the material in the footnote marked "'. 
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written equivalent of his Hartz mountains, I take what I think is the best 
..ample of one speaker. Much like Le Play, I include a few stories, but the 
p.nonages whom I use are in some ways like his household budgets, if, 
Ila., less thorough. 

There is one exception among these chapters. The final one is twice as 
lonl as the others, and is a rather full account of one side of one writer, 
nlmely C.S. Peirce. He really did believe in a universe of absolute 
Irreducible chance. His words fittingly end this book, for as he wrote, that 
thought had become possible. But I argue that it became possible because 
Peirce now lived a life that was permeated with probability and statistics, 
10 that his conception of chance was oddly inevitable. He had reached the 
twentieth century. I use Peirce as a philosophical witness in something like 
the way that I used Leibniz in The Emergence of Probability.lO But 
Leibniz was a witness to the transformation that I was there describing, 
nlmely the emergence of probability around 1660 and just afterwards. 
Here Peirce is the witness to something that had already happened by the 
time that he was mature. That is why he is the topic of the last chapter, 
whereas in Emergence the name of Leibniz recurred throughout. 

Although other philosophers are mentioned in the two books, only 
Leibniz and Peirce playa significant part. The two works do, however, 
differ in structure in other ways. Emergence is about a radical mutation 
chat took place very quickly. Doubtless, as Sandy Zabell and Daniel 
Garber have shown in an exemplary way, the book underestimated 
various kinds of precursors. ll My central claim was, however, that many 
of our philosophical conceptions of probability were formed by the nature 
of the transition from immediately preceding Renaissance conceptions. 
Accounts of the methodology have been given elsewhereY Taming, in 
contrast is about a gradual change. Hence the geological metaphors: 
avalanches, yes, but also erosion. 

Most of my selections and omissions - such as my long treatment of 
Peirce and my neglect of any other philosopher - have been deliberate. But 
sloth and good fortune have also played their part. When I began work 
there was hardly any recent secondary material; now there is a great deal. I 
am particularly glad of new books by my friends Lorraine Daston, Ted 
Porter and Stephen Stigler, and of earlier ones by William Coleman and 
Donald MacKenzie. We all participated in a collective inspired and guided 
by Lorenz Kruger. The joint work of that group has also appeared. Hence 
there is now a number of brilliant and often definitive accounts of many 
matters that overlap with mine. 13 They have made it unnecessary for me to 
examine a good many matters. And aside from specific histories, there are 
also points of great generality that I have allowed myself to gloss over in 
the light of that collective work. For example, another virtue of my 
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geological metaphor is that the erosion of determinism took place at 
markedly different rates on different terrains. Not uncommonly the least 
deterministic of disciplines most fiercely resisted indeterminism -
economics is typical. This phenomenon emerges from the individual 
studies of the research group, and is further emphasized in a recent 
summing up of some of its results .14 

I have mentioned a number of more specific topics on which I have only 
touched, or have entirely avoided: making up people; styles of reasoning ; 
great scientists; philosophers; mathematical probability. There is a more 
glaring omission. !fwrite of the...u.ming ¢ chance, that is, of the way i:J 

which apparently chance or irregular events h ave been brought under th 
of natural or wqrld became not-more chancy, 

far less so. Chance, which was once the superstition of the vulgar, became 
t'htn:ft•. and social or so genteel and rational 
people are led to believe. But how can chance ever be tamed? Parallel to the 
taming of chance of which I speak, there arose a self-conscious 
otpure irregularity> of something wilder than the kinds of chance that hfd 

excluded by the Age of Reasort'lt harked back, in par.t, to something 
ancient or vestigial. It also looked into the future, to new, and often darker;; 
visions of the person than any that 1 discuss bel9 w . Its most 
spokesman was Nietzsche. Its most subtle and many-layered expression 
was Mallarme's poem, 'Un Coup de That graphic work, whose 

than printel; began by stating thatwe,'NEvER' ... 
will annul cbance' . Th.e....images are of shipwreck, of a pilot wbqte 
mathematical navigation comes to naught"< But the final page is a 
'the heavens, with the word 'constellation' at its centre. The last words ar 
rUne pensee emet un coup de des', words that speak of the poem itself 
which, although they do not imagine taming chance, try to transcend 

2  

The doctrine of necessity 

1,1 lH92 the iconoclastic American philosopher C.S. Peirce proposed 'to 
',,,nine the common belief that every single fact in the universe is 

,11 ' lI 'rmined by law'. 1 'The proposition in question' - he called it the 
.i 111 I rine of necessity - 'is that the state of things existing at any time, 
"'H'- lile r with certain immutable laws, completely determines the state of 

at every other time.' His examination was venomous . At the end: 'I 
I II IlI'v<,: I have thus subjected to fair examination all the important reasons 
1,,1 II I!t eri ng to the theory of universal necess ity, and shown their nullity.'2 
II, 11 only the negative beginning. Peirce positively asserted that the 

loJl.I is irreducibly chancy. The apparently universal laws that are the 
I,,, , III lhe natural sciences are a by-p roduct of the workings of chance. 

t" . ll l t' was riding the crest of an antideterminist wave. As is so often the 
" , \\ 1111 someone who is speaking for his time, he thought himself alone. 
(I " ,I .. , Irine of necessity has never been in so great a vogue as now.' He 
L. I • II I) .1g.1inst supposing ' that this is a doctrine accepted everywhere 
11,1 II ,.illi ln es by all rational men.' Nevertheless he had to peer back intO 
ih ;)1 , 11 111 past to find people with whom he agreed. The philosophy of 
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' I" '1111 ', .lIId the swerving atoms of Lucretius were, in his opinion, 
11I " ,)f the statistical mechanics of Maxwell, Boltzmann and Gibbs. 

11 ,, 11\1,11'1' al lies th an he imagined, but he was right in thinking that his 
11011 i 111"11 or the doctrine of necessity would have been unthinkable in 
'r III' "I II h 

,1,1'1 III ( :1ncl-after portrait, we inevitably contrast Peirce with the 
,d 111 ohab ility mathematicians , Laplace, author of the classic 

.. I IIL'cL'ssity. 'All events, even those which on account of their 
11 1\ I' do J10t seem to follow the great laws of nature, are a result of 
,i ,', ,oo, ', lr il y as the revolutions of the sun'.) With those words 

III ,l, ; "I" '11I"d II is JI/)1/osophical Essay on Probabilities, a text that goes 
lill 11111 "d lI e l ory kClLlres at the Ecole Poly technique in 1795.4 1 t 

lli, '1 I1''' ,.\II! , P"S\ :l!;c!> like thi s: 

, "It' 1",', 1,1111 ,111 which could comprehend all the forces by 
"11 " ' I ,,,, 1)1 ,\1 (, ,1 ,1I1d !I l l' ,ill1 ;1l,il)1I (If thl; beings who compose it 

11 11' lo, i '.ioll" il' lI!1 )' 1/,1',1 III "'!'"lil Ih .. ",· .1;11.1 Il) ,1Il.dy sis it would 
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