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MATERIALS AND METHODS

. The Website Zippia wWas utilized for its extensive career

demographic database.

Hostos Library Academic Search Complete as a search engine in

search of credible articles.

Tools l1ike Google Docs, Word and Excel were utilized to create
our Lab Report.

. Craiyon Was the image generating Artificial Intelligence

softWware wWe used to gather images using gender neutral job

titles.




INTRODUCTION

e INSTANCES OF BIASED DECISION-MAKING BY Al

SYSTEMS HAVE RAISED CONCERNS ABOUT
FAIRNESS, TRANSPARENCY, AND ETHICAL
CONSIDERATIONS.
e THIS LAB REPORT SERVES AS A COMPREHENSIVE
SURVEY OF RECENT ADVANCEMENTS IN ADDRESSING
BIAS AND FAIRNESS IN AI-BASED DECISION-
MAKING SYSTEMS.

e THE PERVASIVE NATURE OF AI-BASED DECISION-

MAKING HAS HIGHLIGHTED THE NEED TO MOVE

BEYOND TRADITIONAL ALGORITHMS OPTIMIZED

SOLELY FOR PREDICTIVE PERFORMANCE.



We hypothesize that Artificial Intelligence
systems Will shoW sighs of bias. Al 1Is

relatively neWw and often times With new

technologlies there 1s a great possibility that
there Will be 1nconsistencies With 1ts

programming.
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